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A Fundamental Limit on the Heat Flux in the Control
of Incompressible Channel Flow

Thomas R. Bewley and Mohammed Ziane

Abstract—This paper proves that there are no zero-net
wall-transpiration control strategies that can sustain net heat
flux below the laminar level in an incompressible channel flow
with constant-temperature walls. The result represents a funda-
mental limit on the performance of a controlled nonlinear system
as measured by a linear cost function over a broad class of admis-
sible initial conditions and control inputs, not a zero-sum tradeoff
in the frequency domain or time domain. Both buoyancy effects
(via the Boussinesq approximation) and viscous heating effects
are accounted for, and phenomenological justification for the
result is also given. The boundedness of solutions of the two-way
coupled Navier—Stokes/energy equations (when both buoyancy
and viscous heating are accounted for) is also discussed, and a new
proof of existence under an appropriate small-data assumption is
provided.

Index Terms—Flow control, fundamental performance limits.

1. INTRODUCTION

HE field of flow control has experienced rapid growth in
Tthe last decade; see [1], [13], [16], [8], and [17] for recent
reviews. Such studies have led to a desire to improve our un-
derstanding of canonical flow control problems by quantifying
mathematically the fluid-mechanical intuition that the laminar
state might represent some sort of fundamental performance
limit in certain precisely defined flow control problems. Such
fundamental limits quantify the best performance possible in
a particular system using any controls of a given well-defined
class. Note that there is a broad body of literature on certain
types of “fundamental performance limitations” in the control
of systems of ordinary differential equations (ODEs) (see, e.g.,
Freudenberg and Looze [12], Seron et al. [20], and the recent
special issue of the IEEE TRANSACTIONS ON AUTOMATIC
CONTROL dedicated to this topic). However, there are currently,
as far as we know, no such fundamental limits rigorously es-
tablished specifically for the control of Navier—Stokes systems.
This paper develops the first result of this sort.

Note that most results referred to as “fundamental perfor-
mance limitations” in the existing controls literature (the most
well known of which being the Bode sensitivity integral) are of
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“zero-sum” type (i.e., an equality), indicating that an improve-
ment in performance over some interval (either in the frequency
domain or in time domain) must necessarily be offset by a degra-
dation in performance over some other interval(s). This result
is of a somewhat different nature, as it represents what might
be referred to as an “optimality” result for the present (non-
linear) system, establishing a sharp lower bound on the achiev-
able value of a (linear) cost function over any initial conditions
of the system and all control distributions over a broad admis-
sible class.

A. System Description: Input, Output, State, and Cost Function

The result proved in this work is of the following type: for a
particular nonlinear partial differential equation (PDE) system!
of the form?2

Ei = f(u) + g(u)d
z=Cu

for any (sufficiently smooth) initial conditions «(0) and all (suf-
ficiently smooth and uniformly bounded) control inputs ¢(t),
we establish that

t

1
J = lim — Z(tl)dtl > Jlaminar

t—oo 0
where the value Jj,minar 1 achievable by any control inputs that
return the system to a particular state (referred to as the laminar
flow). Note that .J is linear in the system output z (which itself
is linear in the state u); J is not a norm of z. The required regu-
larity on the control distribution ¢ that we will specify below is
necessary only for technical reasons in the proof of the proposi-
tion establishing that, effectively, the problem we are consid-
ering makes sense (that is, that the appropriate norms of the
state are, in fact, bounded). The requisite bounds on the con-
trol can be set as arbitrarily large; the bounds we establish on
the minimum value of the cost function Ji,minar are indepen-
dent of these bounds on the control. Also, this paper considers
the problem of the direct calculation of controls of the specified

IThe present system is governed by the Navier—Stokes equation. The control
actually enters the system considered as a boundary condition in the present
work, not as a right-hand side (RHS) forcing term inside the physical domain.
However, using a so-called lifting function (see [15]), it is straightforward to
write an equivalent problem with interior forcing, if desired.

2Written in this form, {E, f(u), g(u),C} are operators, with the state u
(below, {u, p, T'}) defined over a two- or three-dimensional domain £2, and the
control ¢ (below, {¢, ¢_}) defined over the upper and lower boundaries of
this domain. Note that E is singular (due to the algebraic constraints implied by
the continuity equation); thus, this system is sometimes referred to as a differen-
tial algebraic equation. Note also that f(u) incorporates an energy-conserving
quadratic nonlinearity, and that C' is an unbounded operator. The system of in-
terest in this paper is made explicit in (1)—(3) and the paragraphs that follow.
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regularity (e.g., with a model predictive control (MPC) type cal-
culation) and does not consider explicitly the problem of feed-
back. If a feedback rule were to be used instead, it would have
the form of a convolution operator3 in this PDE formulation. In
such a formulation, instead of a bound on the regularity of the
control distribution ¢ itself, a bound on the regularity of this
convolution operator would be required. That is, an appropriate
degree of filtering would be built into this convolution operator
in order to insure the requisite smoothness on ¢, as specified
below. An analysis of the smoothness required on the convo-
lution operator in such a feedback setting is deferred to future
work, and may be performed with similar energy estimates as
considered in this paper.

In this paper, we denote the system input (above, ¢) as
{¢+,d_} (thatis, the blowing/suction distribution on the upper
and lower boundaries of the domain), the system state (above,
w) as {u,p, T} (that is, the velocity, pressure, and temperature
distribution inside the domain 2, respectively), the system
output (above, z) as the scalar ¥ (which measures the instan-
taneous heat flux across the domain 2), and the cost function
measuring the system (above, J) as (V). (which measures the
infinite-time-averaged heat flux across the domain).

II. PROBLEM SETTING

This paper considers an incompressible flow with velocity u,
pressure p, and temperature 7" in a rectangular two-dimensional
(2-D) or three-dimensional (3-D) channel 2 governed by the
coupled nonlinear PDEs

V-u=0 (D
ou .

o w Vu=yAu-Vp-iP 4G @)
oT

N +u-VT = kAT + H(u). 3)

The boundary conditions on the velocity are u = —¢L n on
Iy, where ¢ = {¢,¢_} is the control distribution (to be de-
termined), n is an outward facing normal vector, I' . denotes the
upper wall, and I"_ denotes the lower wall. The boundary con-
ditions on the temperature are 7’| £ T, where both T’y and
T_ are assumed to be constant in x, z, and ¢ with Ty # T_.
Periodic boundary conditions are applied on {u, p, T} in the =
and z directions. The streamwise pressure gradient P, is speci-
fied* (e.g., P, =constant). The parameters v > 0 and k& > 0 are
assumed to be constant. Without loss of generality, we will shift
and scale the temperatures and lengths in the problem such that

T, =1,T_ = —1, and the walls are located at y = £1.
The initial conditions 7'(t = 0) = Ty are in L%*(R), and
the initial conditions u(t = 0) = ug are in L?(Q2) and are

divergence free, but are otherwise arbitrary.
Define the heat flux through the upper and lower
walls at any instant as ¥, = fr+ k(OT)/(dy) dx and

3For example, in a closely related problem in [14], a convolution of the form
o(x) = [, K(x —a') u(x’) da’ was used.

Ttis straightforward to extend this derivation to the case in which P, is tuned
as the flow evolves to maintain a specified (e.g., constant) mass flux in the flow;
e.g., in Section IV, the only change necessary is establishing the appropriate
bounds on P2 in (15).

z
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V_ = [ k(dT)/(dy) dx, respectively, and the time average

as (), = (1/t) fot[] dt’. Define also the “net heat flux” as
U = (1/2)(¥y + V_), the “time-averaged net heat flux” as
(U), and the “sustained net heat flux” as (V). The problem
considered in this paper is to find a strict bound on the system
output (¥),, for any control inputs ¢ in the broad class’
¢x € C([0,00); H/*(99)) N L>([0, 00); H/*(9Q)) and
s [0t € C(]0,00); H-/2(0Q)) N L>=([0, 00); H=/2(5Q))
satisfying the zero-net mass flux constraint

|I>-

¢_dx = prdx =0 Vt>D0. @

Jr_ Jry

The forcing G(T') on the momentum equation (2) represents
the Boussinesq approximation of the buoyancy force that arises
due to temperature fluctuations in the flow. The forcing H (u)
on the energy (3) represents the effect of viscous heating. In the
following three sections, we consider three cases of interest.

Case A) This case takes G(T") = 0 and H (u) = 0 (Section II).

CaseB) This case takes G(T) = —gT and H(u) = 0
(Section 1IV).

Case C) This case takes G(T) = —gT and H(u) = —cy(7 :
Vu) (Section V).

We then conclude with a discussion in Section VI. The orienta-

tion of the gravity vectory g is arbitrary, so this paper includes

both the stable case with g oriented in the —y direction and the

unstable case with g oriented in the +y direction.

For each of the three cases studied, a proposition is first stated
and proved to establish boundedness of fQ T? dx; then a the-
orem is stated and proved to establish the fundamental perfor-
mance limitation. To facilitate readability, these main proposi-
tions and theorems are lettered according to the cases to which
they correspond. Other minor remarks and corollaries are num-
bered for later reference.

Remark 1: In the cases with H(u) = 0, for ug € L?(Q)
with V- u = 0 and Ty € L?(f2), the existence for all ¢ > 0 of
weak solutions to (1)—(3) with boundary control applied (with
the smoothness prescribed above) is well known® [22]. (In the
case with H(u) = —c¢i(7 : Vu), we will present a formal
proof of existence under an appropriate small data assumption
in Section V, Remark 5.) However, the uniqueness of these so-
lutions is known only when the domain is 2-D (see [22]). In this
paper, we will work only with weak solutions of (1)—(3), and
thus the rigorous proofs presented below are valid in both 2-D
and 3-D.

We will have occasion to leverage several fundamental in-
equalities in this paper, which for convenience are reviewed
briefly here. Following [21] (see, e.g., [3, Section 1.5] for a suc-
cinct summary), with n = 2 or 3, we take

H={ue (L*Q)"; divu=0inQ,
uz = 0on Ty UT_, uperiodic in other directions}

SNote that H' is the classical Sobolev space of functions that are square in-
tegrable along with their first derivatives and H /2 is the space obtained by in-
terpolation of L* and H''. Note that the boundary value of functions in H*(2)
are necessarily in H'/2(9€). We will also make use of H; (£2), the closure of
Cse () in HL.

6Note that weak solutions are, roughly speaking, solutions with finite energy
and finite dissipation rate.
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and

V ={ue (H(Q)"; divu=0inQ,

u=0onT, UT_, u periodic in other directions}

and recall the Leray—Hopf projector P : (L?(2))" + H. Then

the Stokes operator A is defined as

Au= —P(Au) Yue D(A)

with D(A) =
as

V N (H?(£2))"™ and the trilinear form b is defined

b(u,v,w):/(u~V)V-wdx Yu,v,welV.
Q

Taking p > 1 and defining the norms

Flor = </£|deX>p

lallf = lulZ: + |Vu|%27

n 2

lullfe =

83:78:vJ 12

we note the following (see, e.g., [11] and [21]).
Cauchy—Schwarz Inequality: For any a and b defined in 2

/ la] 1b] dx < |a] 1= [b]1-
Q

Poincaré’s Inequality: If u = 0 on I'y or I'_, there is a
numerical constant \; = A1 (£2) (for the present geometry, A\; =
\/5) such that

|u|L2 < )\1|V11|L2 and |VU|L2 < )\1|A11|L2.

Holder’s Inequality:

/Qflfndxf |f1|L:D1 -..|fn|LPn

where
1 1
—+.--— =1
P1 Pn
Young’s Inequality:
P b4 11
abﬁea—+67%— fora,b,e>0,p>1, —+—=1.
p q P q

Agmon Inequality (in Both 2-D and 3-D):
| < C|Vu|}l? |Au|})’ Vue D(A).

Sobolev Inequalities (in both 2-D and 3-D): For u, v, w suf-
ficiently regular that the corresponding norms are bounded, we
have

|b(u, v, w)| < C|Vu|r: |Vv|1/2 |Av|1/2 |w|zz
b(u, v, w)| < Clul}%* A5 [Vv|ge [w]p .
b(u, v, w)| < Clul Lt [Vul?L! |Vv | [wiht |Vw P

IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 52, NO. 11, NOVEMBER 2007

Gronwall’s Lemma: 1f dy/dt < gy + h with g and h inte-
grable, then

y(t) < y(0)exp </0t (1) d7>

+ /0 "h(s) exp < / L) m) ds.

We also have (see, for instance, [11] and [21])

C1lAuf, < [Aufs < ColAulz,

n 2

82
3 ‘ L < 0ldufi..
=1 E)xﬁx] 2

Note that the symbols C' and C; are used in this paper to denote
positive numerical coefficients that depend on the domain 2 and
whose values may be different in each inequality.

III. CASE A: STANDARD NAVIER—STOKES WITH TEMPERATURE
ACTING AS A PASSIVE SCALAR

This section considers the simplest case with G(7') = 0 and
H(u) = 0. With this model, the velocity obeys the standard
incompressible Navier—Stokes [(1) and (2)] and the tempera-
ture acts like a passive scalar obeying a simple unforced con-
vection-diffusion [(3)]. With this model, the velocity affects the
temperature field, but the temperature does not affect the ve-
locity field.

Proposition A: In the case with G(7') = 0 and H(u) = 0
the quantities [, 7? dx and | [, T dx| are uniformly bounded
in t.

Proof: Decomposing T = T + T’, where T = y, then
multiplying (3) by 7" and integrating over the domain  gives

/ T [aT’
Q ot
Integrating the third and fourth terms of (5) by parts, noting

(1) and T'|y=+1 = 0, then applying the Cauchy—Schwarz and
Poincaré inequalities gives

VT +u-VT' = kAT'] dx. (5

2df|T,|L2+k|VT’|L2 :—/T’u VT dx

/ IT| Ju| dx

< |T'|z2 ulge
S /\1|VTI|L2 |'I.1|L2.

Applying Young’s inequality leads to

)\2

|TI|L2 |VTI|L2 < o7 |U|L’- (6)
2k

2 dt
By the global existence of weak solutions to (1) and (2), |u|z2
is uniformly bounded (that is, |u|;2 < R) as long as ¢ is
uniformly bounded ([15], [21]); thus, applying Poincaré’s in-
equality to the second term

)‘1 R2

1d /12 !
5Tl + AﬂTuz_2k
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Finally, multiplying by the integrating factor 2¢* /A1 and inte-

grating over (0, t), thereby applying Gronwall’s lemma, gives

t
d kt' /X2 02 / /)\1 2 kt/)\
T < 1
/0 dt,( T2 )dt_.o L2 et

—kt/>\ +)\_411R2

T (6)|Z: < [T7(0)]Zze 2

Thus, |T'| 22 is bounded for all £ > 0. Boundedness of |, |T| dx,
and thus of | [, T dx|, follows by Cauchy—Schwarz. O
Theorem A: The lowest sustainable net heat flux of an incom-
pressible 2-D or 3-D channel flow [governed by (1)—(3)] with
both buoyancy and viscous heating effects neglected [G(T") =
0 and H(u) = 0], when controlled via a distribution of zero-net
mass-flux blowing/suction over the channel walls (each with a
constant temperature in x, z, and t) is exactly that of the laminar
flow.
Proof: Multiplying (3) by 1" and integrating over the do-

main ) gives
" oT
T|——+
i+l

Integrating the second and third terms by parts, noting (1) and
(4) and that T’y = 1 and T_ = —1, leads to

u-V7 = kAT} dx.

2dt|T|L2—|—k|VT|L> /k—d +/ k—dx

Rt

Taking the time average of the above expression in the limit that
t — 0o, noting that |T|%2 is bounded (see Proposition A), leads
to the following expression for the sustained net heat flux:
- 1
() = 5 (HIVTLE:)

Again decompose 1" = T + T', where the background profile
T = y. Noting that T"|,—4+1 = 0, it is easily seen that

0T \? [T +1")\> [0T"\?
2 _
vrie= [\ (5) + (57) + (5)

r 2

dx

oT o1’

oT
= 7z 90 2L T x4 VT2
/Q dy dy Oy VT
~— ~—
L =1 =1

=2L,L. +|VT'|3.

where L, and L, are the streamwise and spanwise extent of the
domain 2. Thus

(W)oo = kLpL. + =

<|VT’|L9>

Note that the second term on the right-hand side is nonnegative.

The unique steady-state temperature profile minimizing the sus-

tained net heat flux (V) is thus given by 7’ = 0, that is, by

the laminar temperature profile T' = y. O
Note that unsteady flows (with arbitrary initial conditions)

can also achieve this minimizing value of (¥) ., (an infinite-time
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average) simply by exponentially stabilizing the flow state with
the laminar temperature profile.

Corollary 1: For the case of a constant pressure-gradient or
constant mass-flux channel flow, the unique steady flow corre-
sponding to the laminar temperature profile ' = y, which mini-
mizes the sustained net heat flux (V) as shown in Theorem 1,
is given by ¢ = 0 and the laminar flow profile u = C(1 — y?)i.

Proof: Denoting the three components of u as {u, v, w},
assume that there exists an xo € 2 and a £ty > 0 such that
v(Xo,to) # 0. Then, by the parabolic smoothing of (1) and (2),
there exists a neighborhood V of (xg,%o) such that v(x,t) #
0 € V. By Theorem A, T' = y, and thereforeu- VT = v # 0 €
V. Hence, from (3), 0T /0t — kAT # 0 € V, which leads to a
contradiction, since T' = y. Thus,v = O forall¢ > Oandx € €2,
and thus all steady-state solutions satisfy v = 0 everywhere in
Q and ¢ = 0 on the walls. The continuity (1) thus reduces to

ou Ow
—+—=0 7
ox + 0z @
and the momentum (2) reduces, for a steady flow, to

ou ou  Op
—l/Au—i—ua —i—wa— 97 =-P, (8a)

dp
— =0 8b
By (8b)

ow ow Jp
—vAw +ua— +w 5 + — e =0. (8c)

Defining Ay = 9%2/02% + 0%/02% and Vo = (9/0x)i +
(0/02)k, adding —Asu times (8a) to —Asw times (8¢) and in-
tegrating with respect to x and z, then applying integration by
parts, periodicity of u, w, and p in x and z, and the continuity
(7) gives

/]

9 2
|A2u|2 + |A2w|2 + | —Vau
Jdy

2

+ 3Vg'w dxdz = 0.
dy

Thus, Asu = Asw = 01in {2, and by periodicity u and w depend
only on . Hence, (8) reduces to

0%*u  Op
Byt S X
l/ay2 p (9a)
Ip
= =0 b
By (9b)
0w Op
—1 7 + 9% 0. (9¢)

Taking the derivative of (9a) with respect to  and (9¢) with
respect to z, and adding, we get Asp = 0 in 2. By periodicity
of p and (9b), we get p = constant in €2, and therefore (9c)
reduces to (9?w)/(9y*) = 0in Q. Since w = 0 on I'y, w =
0 everywhere in (2. Similarly, (9c) reduces to (9u)/(9y*) =
—P, in Q; since v = 0 on I'y, we find that u; = (P,/2)(1 —
y?). O

Remark 2: If |Ty| is bounded, T is bounded for all
t > 0 by the extreme values of the boundary conditions
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and initial conditions, min{7_,info{T(t = 0)}} < T <
max{T,,supo{T(t = 0)}}, everywhere in 2 for ¢ > 0, even
when ¢ # 0.

Proof of Remark 2 follows immediately from the maximum
principle applied to (3). Note that violation of the lower bound
cited in Remark 2 would lead to a violation of the second law
of thermodynamics; the upper bound follows similarly by sym-
metry arguments.

Remark 3: The long-time average of the heat flux through the
upper and lower walls is equal, even when ¢ # 0.

Proof of Remark 3 follows by integrating (3) over the domain
Q, which gives

oT
/[E—I—u VT = kAT} dx.

Integrating the second term by parts and integrating the third
term directly, noting (1) and (4) and that 7. = +£1, leads to

d Td / k‘a—Td / k‘a—T ax.
dt Ty 8y r_ 8y

~

.

Taking the time average in the limit that ¢ — oo, noting that
| Jo T dx] is bounded (see Proposition A) leads to (¥4 )., =
(Vo)oo = (V)

IV. CASE B: THE BOUSSINESQ APPROXIMATION

We now consider the case with H(u) = 0, as before, but
now with G(T') = —g T, where g is proportional to the gravity
vector. This is the Boussinesq approximation of the buoyancy
force that arises due to temperature fluctuations in the flow.

Upon introducing the buoyancy effects into the model, the
question of boundedness of |T'|2 becomes slightly more dif-
ficult to establish because the evolution of u is coupled to the
evolution of T, so the boundedness of |T'| ;2 and |u|z> must be
established at the same time.

Proposition B: In the case with G(T') = —g T and H(u) =
0, both [, 7% dx and | [, T dx| are uniformly bounded in ¢.

Proof: Decompose u = us + uy,, where us € H () is
a divergence-free “lifting function” specially constructed (see
Hopf [15] and Temam [21]) to satisfy the boundary conditions
on u with nonzero support focused within a neighborhood of
the wall of width é. The field uy, thus satisfies homogeneous
boundary conditions. Inserting this decomposition into (2), mul-
tiplying by uy,, and integrating over 2 gives

0
/ uy, - {ﬂ —vAu, +uy - Vu, + Vp +uy - Vug
o ot
+us - Vuy, = —% + vAug

—us-Vus —iP, + G(T)| dx.

Noting that u, and u; are divergence-free and that u,, satisfies
homogeneous boundary conditions, the third, fourth, and sixth

IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 52, NO. 11, NOVEMBER 2007

terms vanish upon integration by parts. Integrating the second
and fifth terms by parts, we may rewrite the result as

1d
5 dt|uh|L> +v| VgL
- / ws - [w, - Vuy ] dx + f(us, P, T) - (10)
Q
where

|f(us, Py, T|<‘/uh —dx

1// uy, - Aug dx
Q

/ uy 1P, dx
Q

(11

+

/ uy, - [us - Vus] dx|+
Q

/Quh - G(T) dx|.

It follows from Miranville and Wang [19, Lemma 1] and Cabral
et al.[7, Lemma 5.1] that there exists a us € H'(Q) withus =
—¢rnonl'y and V - us = 0 such that

+

< §|Vup|i 12)

/ us - [uy - Vuy] dx
Q

for any 6 > 0. Selecting 6 = v//2, taking the absolute value of
both sides of (10) and applying (12) gives

1d

2 dt

We now examine each term on the RHS of (11). Applying
Cauchy—Schwarz, Poincaré, and then Young to the first term

—lunlfe + 5 IVuhI%z <|f(us, P, T (13)

gives
./Q“h %dx < upre %LQ
< A1V e % .
< L Vwif3s + & %i (14a)

Applying integration by parts, Cauchy—Schwarz, and then
Young to the second term of (11) gives

/ (Vug)* - Vus dx
Q
< v|Vuy|r2 [Vus|re2
v
< Ewuh@g + 4v||us |3 (14b)

<v

I// uy, - Aug dx
Q

where ()* denotes transpose. Note that, by the third Sobolev
inequality listed in Section I, whenu € V and v,w € H'(Q)

< CIValgs IVl (1wl

/{;(u-V)v-wdx

Applying this form of the Sobolev inequality then Young to the
third term of (11) gives

< C|Vup| 2 [Jus 7

/ uyp - [115 . Vu(s] dx
JQ

v 4C
< L vl + 2 . 40
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Applying Cauchy—Schwarz, Poincaré, and then Young to the
fourth term of (11) gives
/ uy, dx
Q

/ uy, 1P, dx
Q
IP [unlzz < \|Pe| V|2

422
S |VU}L|L2 + —P2

< | P

IN

(14d)

Applying Cauchy—Schwarz, Poincaré, and then Young to the
fifth term of (11) gives

/Quh -G(T) dx

/uh-gde
Ja

< lglfun|2 [T L2

S /\%g |VU}L|L2 |VT|L2

AXig®
14

v 9 9
< E|Vuh|L2 + [VT|7: (14e)
where g = |g|. We now decompose T' = T, + T},, where T,
is a lifting function similar to u; that is specially constructed
to satisfy the boundary conditions on 7' with nonzero support
focused within a neighborhood of the wall of width e. The field
T}, thus satisfies homogeneous boundary conditions. Combining
(13) with (11), noting (14a)—(14e) and the decomposition 1" =
T. + T3, leads to

L

g nlze +
< A |ous |

ot
402 4)\2

+ —||ua||H1 A pe

4Xig

3v
16 |vuh|%2

4 2
N L N

+

(IIT I3 + 1VThl7) - (15)

It follows from Cabral et al. [7, Lemma 5.2] that there exists a

T. € Hl(Q) with Te|r_ = T = —1 and Te|r+ =T, =1
such that

(16)

/Tg-[u-VTh]dx
JQ

S €|Vu|L2 |VTh|L2.

Now multiplying (3) by T}, integrating over the domain €2, and
applying the decomposition 1" = T, + T}, gives

T,
/Th [ at’ +u-VT +u-VT, = kAT, + kAT, | dx.
Q

Integrating the second, third, fourth, and fifth terms by
parts, noting (1) and Tj|,=+1 = 0, then applying (16) and
Cauchy—Schwarz gives

2dt|Th|L) +k|VTh|L2
:/Teu-VThdx—k/VTh~VTde
Q Q

< ellullg [VTh|r2 + |V T2 VT2
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Applying Young leads to
k 2
2 dt|Th|L° §|VTh|L2
2
€
< o (lusllz + (14 A7) [VunlZz) + K[VTe[L. - (17)
By (15) and (17), we have
d
|uh|L2 + |Vuh|L2
8}
< fi(us, Te, Py) + ” VT3 (18a)
d
%|Th|%2 + k|V Ty 72
2(14+ M) e
< folus, T.) + 2(1+A) & - ) IVuu|2..  (18b)
Combining (18b) with a = kv/(16A}g?) times (18a) gives
d 3av
7 (elunlie +[T0]7:) + ?Wuhﬁz + k[VTh|7a
k 2(1 4+ A2)e?
< o(us, o 22) oV 4 2 gy

Selecting € = \/avk/(16(1 + A?)) and rearranging leads to

(07 %
— [Vun|z:

Oz|llh|Lz + |T}L|Lz) 1

d
at |
k
+§|VT’L|%2 S .f3(u57T67Pa:)-

Defining A = min(v/4, k/2) and applying Poincaré gives

d
pr (efunlfe + [Tul72) + A (alun|z + |Thl72)

< f3(u5:T€>I)-T)'
Finally, multiplying by the integrating factor ¢ and inte-
grating over (0,t) gives

ofun(D[2: + ITu(HI2:
< (ohun ()3 + L)) e+ 22

Thus, both |T'(t)|z2 and |u(t)|z> are uniformly bounded in ¢.[]

Theorem B: The lowest sustainable net heat flux of an
incompressible 2-D or 3-D channel flow [governed by (1)—(3)]
under the Boussinesq approximation [G(T) = —gT and
H(u) = 0], when controlled via a distribution of zero-net
mass-flux blowing/suction over the channel walls (each with
a constant temperature in x, z, and t) is exactly that of the
laminar flow.

Proof of Theorem B, as well as the statement of proof of
Corollary 1 and Remarks 2 and 3, follow exactly as for Case
A in Section III, except for the slight modification of Corollary
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1 that, if the g vector is not perpendicular to the walls, the lam-
inar flow profile is a cubic instead of a parabola.

V. CASE C: THE EFFECT OF VISCOUS HEATING

We now consider the case with both G(T)) = —gT
and H(u) = —ca(r @ Vu) = e, ((0u)/(0x5) +
(Ou;)/(dx;))?. The latter term H (u) accounts for the viscous
heating in the incompressible flow (see, e.g., [4, Section 3.3]).
This effect is significant in, for example, lubrication problems,
in which the problem of minimizing heat flux is often an impor-
tant engineering concern. Surprisingly, the two-way coupled
equations, with both buoyancy [G(T')] and viscous heating
[H(u)] accounted for, have been studied relatively little in
the literature on the Navier—Stokes equation. In [5] and [6], a
generic heating term H was applied to the energy equation,
albeit not specifically arising due to the viscocity of the fluid
and the shear of the flow, as considered here.

Upon introducing viscous heating effects into the model,
the question of boundedness of |T'(¢)|z2> becomes substantially
more difficult to establish. In fact, it appears as if there is a
mechanism that can, in some circumstances, lead to finite-time
blow up of the two-way coupled equations. Stated precisely.

Conjecture: In the solution to the two-way coupled equations
(1)—(3) with G(T) = —gT and H(u) = —c1(7 : Vu), both
|T(t)|z> and |u(¢)|L2 can diverge to infinity in finite time.

Numerical evidence and phenomenological explanation of
this mechanism for blowup in the finite-dimensional setting for
a closely related problem of two coupled Burgers equations is
presented in the Appendix. Of course, it is known that veloci-
ties and temperatures do not diverge in the actual fluid system.
The possibility for divergence of the model (1)—(3) in this case
is due to the breaking down of the approximations leading to
these equations, such as the Boussinesq approximation of com-
pressibility.

As aresult of this mechanism for blowup in the two-way cou-
pled equations (1)—(3), boundedness of | T(¢)| > in this case can
only be established under suitable “small data” assumptions.
Further, once the boundedness of |T'(¢)|r2 is established (for
conditions under which these assumptions are satisfied), the the-
orem that could be proved concerning the heat flux limitation in
this case is both conservative and limited to the cold wall only,
as shown below.

Proposition C: In the case with G(T') = —g T and H(u) =
—cq1(7 : Vu), if the small data conditions A1-A6 (see below)
are satisfied, the quantities [, 7% dx and | [, T" dx| are bounded
forall ¢t > 0.

Proof: In a manner similar to the proof of Proposition B
in Section IV, we decompose u = us + uj, where ug is a
specially constructed divergence-free “lifting function” with
nonzero support focused within a neighborhood § of the wall.
Inserting this decomposition into (2), multiplying by Auy,, and
integrating over §2 gives

Juy
/ Auy, - [ﬂ —vAu, +uy - Vu, + Vp
o ot

+uy -Vus +us -Vuy, =f —iP, —gT} dx
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where f £ —(0Oug/0t) + vAus — ugs - Vus. Noting that uy, and
u; are divergence-free and that both u;, and Auy, satisfy ho-
mogeneous boundary conditions, the fourth term vanishes upon
integration by parts, and the resulting expression may be written

1d

2 dt

< / |up| |[Vug||Auy | dx
Ja

|Vuh|%2 + I/|Auh|%2

+/ |up| |Vus| |Auy| dx

Q

+/ | [V | | Aun | dx
Q

—|—/|f| |Auh|dx+|Px|/ |Auy | dx
Ja Jo

+ [ 17)]4wdx (19)
Q

where g = |g|. We now examine each term on the RHS of (19).
Recalling (see, e.g., [11] and [21]) that the Sobolev inequalities
listed in Section II imply

|u|ps < C|Vulr:
Vu|s < C|Vulil? |Ault? Vu e D(A)

and applying Holder, the above Sobolev inequalities, and then
Young, the first term on the RHS of (19) may be written

/ |up| [Vur||Aug | dx < |up|rs |Vuag|rz |[Aug|ze
Q

< O|Vu |30 |Auy |3

LQ
14 Cl
< E|Auh,|%2 + ﬁ|vuh|iz
(20a)

Applying Holder, Agmon and Poincaré, and then Young, the
second term on the RHS of (19) may be written

/ [un| |Vus| |Auy| dx
Jo
S |u;L|Loo |V115|L2 |Auh|L2
< C|Vuy|)s |Vus| 2 |Auy |3

v C.
< —|Au,|3. + V—§|Vuh|%2 |Vus|s..  (20b)

— 16

Applying Holder, Agmon, and then Young, the third term on the
RHS of (19) may be written

/ |us| [Vup| |Aug| dx
Jo

< |us|zes |Vup|p2 |Aup|z2

< Cllus|y7 lusllye [Van] e [Aug 2

v C
< Law i + 2wl sl e 200
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Applying Young, the fourth, fifth, and sixth terms on the RHS
of (19) may be written

: c
[t ax < Soawz + ez e

Q 14

c
IPmI/ |Auy,| dx < %|Auh|§2 + R 200

Q

: ) o

g/ |T'||Aup|dx < E|Auh 7 g (201)
Q

We now define

U?= sup |[lus| [lusl|Ze
<t<oo

K2 = Sup [|f|Lo+|P | ]
0<t<

Combining (20a)—(20f) into (19) and applying these definitions
gives

d
I Vuli: +vlAw[i. <R

where

Cl |vuh |L2

l/

U

R2 |Vuy, |22

C
Uh|%2 + —4K2

Csq? CU
+ =L Tl + = Ve

Applying Poincaré, we may rewrite this as

d v v
%|VU}L|%2 + 2—)\1|Vllh|%2 + §|Auh|%2 < R. 21
We now make the following assumptions:
C1|Vur(0)|7:  Cillus(0)|3 _ v
< — Al
v3 + v3 ~ 6\ (AD
C,U?  C3U
23 3T < v (A2)
v v 61
Cs¢> X2k
Y59 M <. (A3)
v 4
Additionally, we select some ¢; > 0 such that
C1|Vuy
w 2 forallt € [0,t). (22)
v

These assumptions, together with the decomposition 7' = 1" +
T' and Poincaré, allow us to rewrite (21) as

§|VT'|%2 fort € [0,t1)
(23)

14
E|VUh|%2 + §|Auh|iz <M+

where

|u5|L2

A% 2_1_05.(72*2 /\2
v v
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Now decomposing T = T'+T", where T' = y, then multiplying
(3) by T” and integrating over the domain (2 gives

/
/T' [6 +u-VI+u VT’
Ja ot

= EAT' + H(u)] dx. (24)

By the same steps as those leading to (25), the definition of
H(u), and Poincaré and Holder, we have

2 dt|TI|L2 + _|VTI|L2

< —1 lul7. + / H(u)T' dx
2k Jo

/\2
< 2L juls + c/ Vul2T dx
Q

/\2 A
g 21 |u5|L2 + o5

+ 06|Vu|L3 |T s

|AUh|L2

(25)

The RHS in the inequality above can be bounded by
M
o 1Aunlze + ColVun Lo [T] o
20 g2+ Col Pl (71

Recalling (see, e.g., [11] and [21]) that the Sobolev inequalities
listed in Section II imply

Vuh|L3 < CVuh |Auh 1/2
IT'| s < C|T'|32 VT 12

and applying the above Sobolev inequalities, Young, and then
Poincaré, we have

CG|Vuh|%3 |T’|L3
< C|Vuy| e |Auh|L> 1T} (VT
< E|AUh|L2 + —IVuhle T2 [VT| 12

07)\1

v
< Sl AwnlEs + S Vunle (VT

Making the additional assumptions

)\6

14
— A4
k= 8 (A4)
C:hy | vt k
< — A5
124 301/\1 — 4 ( )
and applying (22), we may rewrite (25) as
d k v
E|T/|%2 + §|VT/|%2 < ZIAUM%Q
A
+ﬁ|u5|L2 fort € [0,t1). (26)
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Adding (23) and (26) gives

d v
T [[Vun|z. + T3] + Z|Auh|%2
k
+Z|VT’|%2 < M fort € [0,t;).
Defining & = min(v, k)A? /4 and assuming
M 5 [ Ch
(0% < 6)\1

applying Poincaré gives

(AO6)

d
TV 1712] + o [Vunle + 127 ]
< M fort € [0,t1).

Thus, applying Gronwall’s lemma
Vun s + T < [[Vun ()3
M
+ |Tl(0)|%2] e + Ev fort € [Ovtl)

from which we see that (22) is true for all £; > 0, and therefore
the estimates above are valid for all time. |

Remark 5: In Proposition C, Assumptions A1-A6 are all sat-
isfied if A; is sufficiently small, which is true if domain is suf-
ficiently thin.

Remark 6: In the case (not studied here) of (1)-(3) with
G(T) = 0 and H(u) = —e¢i(7 : Vu), existence of renor-
malized solutions for all £ > 0 has been established without
a small data assumption by Lions [18] using a proof based on
conservation of energy and the method of renormalization. The
proof presented here treats the case in which there is a stronger
coupling between the equations for u and 7T'.

Theorem C: The lowest sustainable heat flux through the cold
wall [I'_]] of an incompressible 2-D or 3-D channel flow [gov-
erned by (1)—(3)] with both buoyancy and viscous heating ef-
fects accounted for [G(T) = —gT and H(u) = —ci(7 :
Vu)], when controlled via a distribution of zero-net mass-flux
blowing/suction over the channel walls (each with a constant
temperature in x, z, and t) is bounded from below by that of the
laminar flow when no viscous heating is present.

Proof: Decompose 1" into two components, 7' = 7" + 1"

Let T” be defined as the solution of

oT’
ot

with 7”|r, = 0 and 1”(t = 0) = 0. Since the forcing on this
system is nonnegative, H(u) > 0, it follows by the minimum
principle that 77 > 0 everywhere in . Thus

/!
/ kaT dx > 0.
Jr_ 9Oy o

A lower bound (equality in the above expression) is achieved
by the case with H(u) = 0, from which it follows from (27)
that 77 = 0 everywhere in £2; note that, for the actual problem
of interest, with H(u) = —c¢1(7 : Vu) and u # 0, this lower
bound is conservative.

+u-VT = kAT + H(u) 27)

(28)
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Let 7" be defined as the solution of

aT//
+u-VT" = kAT 29)
ot
with initial conditions 7" (¢ = 0) = Ty, where T, € L?(2), and
boundary conditions 7"|r, = T4 = 1,7"|r_ = T_ = —1.

By the same derivation as in the proof of Remark 3 of Section III,
it follows that

oT” oT”
/ k dx = / k dx .
Jry oy o r. Oy o
Thus, by the same derivation as in the proof of Theorem A of
Section III, it follows that

1" 3 k v e
</Fk 5 dx> = kLo L. + S (IV(T" = y)li2) -
(30)

Thus, the minimum value of ([, k(9T")/(dy)dx)s is
achieved when the state 7" = y is exponentially stabilized.
Finally, by adding (27) and (29), note that " = 17" + 1"
satisfies (3), in addition to satisfying the necessary initial and
boundary conditions on 7. By (28) and (30), the sum

oT
U_ ) = k—d
W </r dy X>
oT’ oT”
= k dx + / k dx

is bounded from below by the laminar temperature profile in
the case when no viscous heating is present (that is, by 7' =
T +T"=0+y=vy). O

VI. DISCUSSION

If the laminar flow is globally exponentially stable [that is,
if the Reynolds number characterizing the stability of (2) and
the Rayleigh number characterizing stability of (3) are suffi-
ciently small], the flow will eventually converge exponentially
quickly to the laminar state with no control effort applied (that
is, with ¢ = 0). This paper proves that such relaminarization
achieves the minimum sustainable net heat flux in both 2-D and
3-D channel flows, even when both buoyancy effects (via the
Boussinesq approximation) and viscous heating effects are ac-
counted for.

If the laminar flow is unstable (that is, if the Reynolds number
or Rayleigh number is large), control forcing is necessary to sta-
bilize the laminar state in order to achieve the minimum sustain-
able net heat flux. This paper establishes that the objectives of
minimizing heat flux and stabilizing the laminar state are equiv-
alent objectives in the control design for unstable systems of
this sort. (In other words, in order to minimize net heat flux,
one should attempt to drive the flow to the laminar state rather
than to some peculiar unsteady motion.) Under what conditions
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Fig. 1. Simulation of the two-way coupled Burgers system (31a) and (31b).

such stabilization is actually possible, and with what specific
control algorithm, are separate questions that are not addressed
here. However, the knowledge that two different control objec-
tives are equivalent is in fact quite useful from the perspective
of control design, as it allows one to pose alternative yet equiv-
alent control problems, some of which might be easier to solve
than others.

Phenomenological justification of the results presented in
Sections IIT and IV (in the cases with H(u) = 0) is given
by the following argument: by Remark 2, if |Tp| < 1 (e.g., if
T(t = 0) = y), then —1 < T < 1 everywhere in Q for ¢ > 0.
Near the lower wall, flowfield unsteadiness thus inevitably
transports warmed fluid (with T > —1) towards the cold wall
(at T = —1) and cooled fluid (with " &~ —1) away from the
cold wall, thereby accelerating the effect of diffusion. [Sim-
ilarly, near the upper wall, flowfield unsteadiness inevitably
transports cooled fluid (with 7' < 1) towards the hot wall (at
T = 1) and hot fluid (with T = 1) away from the hot wall.]
Thus, this proof coincides with the (perhaps strong) physical
intuition that flowfield unsteadiness necessarily accelerates net
heat transport in the direction of diffusion.

APPENDIX

The proof of existence of the two-way coupled system in
Section V was stated under a small data assumption. Remark
4 noted that this two-way coupled system can actually blow up.
The mechanism for this blowup can be investigated numerically

by considering a one-dimensional analog of the system (1)—(3);
that is, consider now the two-way coupled Burgers system

ou ou 0%u

o o = o I Gl
or  arT 9T [ou\’
A A CA 31b
ot T"or " Fo (8:17) (31b)

A typical simulation result (with v = k = 0.1,9 = 1,u(0) =
sin(x), T(0) = cos(x), and periodic boundary conditions) is
shown in Fig. 1. A mixed RKW3/CN timestepping algorithm [2]
is used in the simulation, with spectral differentiation in space
using 512 grid points and a fixed timestep dt = 0.002.

Note that a steep shear layer forms in the velocity field, and
a sharp peak forms in the temperature field. As the simulation
proceeds, the shear in the velocity field creates an energy source
in the temperature equation, further sharpening the temperature
peak. Simultaneously, the peak in the temperature field creates a
nonuniform momentum source which further steepens the shear
layer in the velocity field. Thus, the two phenomena reinforce
each other, and the L2 and H* norms of the system escape to in-
finity in finite time. Similar simulation results are also obtained
when Dirichlet or Neumann boundary conditions are used, so
long as the domain is taken to be sufficiently large that the
system diverges before the peak in the temperature field con-
vects to the boundary of the domain.
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